
R E S E A R C H  N OT E Open Access

© The Author(s) 2023. Open Access  This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, 
sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and 
the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included 
in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/. The 
Creative Commons Public Domain Dedication waiver (http://creativecommons.org/publicdomain/zero/1.0/) applies to the data made available 
in this article, unless otherwise stated in a credit line to the data.

Diel et al. BMC Research Notes          (2023) 16:368 
https://doi.org/10.1186/s13104-023-06648-w

uncanniness in artificial entities is vital to the design 
of acceptable artificial humanoids.

Facial deviations can cause uncanniness [7–13]. 
Humans are specialized for faces which sensitizes the 
detection of subtle uncanny anomalies [8]. Specializa-
tion in faces is marked by a sensitivity to configural 
information specifically for upright faces [14–16]. 
Global inversion disrupts this configural processing, 
reducing the sensitivity to facial structure [17, 18]. As 
inversion decreases the accuracy of facial aesthetics 
ratings [19–21], face aesthetics may also rely on con-
figural information. Accordingly, facial deviations are 
uncannier in upright compared to inverted faces [8].

Emotional expressions can be defined as the con-
figuration of face muscle motion across time [22, 23]. 
Dynamic information (i.e., the sequence of face muscle 

Introduction
Artificial humanoids approximating realistic appear-
ances can appear eerie, strange, or uncanny [1]. While 
humanlike robots can take on various service roles 
[2–5], their uncanniness can inhibit trust in human-
machine interaction [6]. Investigating the causes of 
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Abstract
Objective Uncanniness plays a vital role in interactions with humans and artificial agents. Previous studies have 
shown that uncanniness is caused by a higher sensitivity to deviation or atypicality in specialized categories, such 
as faces or facial expressions, marked by configural processing. We hypothesized that asynchrony, understood as a 
temporal deviation in facial expression, could cause uncanniness in the facial expression. We also hypothesized that 
the effect of asynchrony could be disrupted through inversion.

Results Sixty-four participants rated the uncanniness of synchronous or asynchronous dynamic face emotion 
expressions of human, android, or computer-generated (CG) actors, presented either upright or inverted. Asynchrony 
vs. synchrony expressions increased uncanniness for all upright expressions except for CG angry expressions. Inverted 
compared with upright presentations produced less evident asynchrony effects for human angry and android happy 
expressions. These results suggest that asynchrony can cause dynamic expressions to appear uncanny, which is 
related to configural processing but different across agents.
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motion) specifically binds the muscle motion into 
a configural whole [24]. Asynchronous face motion 
can thus be considered a configural deviation. Yet the 
effect of asynchrony specifically on uncanniness has 
not yet been investigated. We hypothesized that, if 
deviation causes uncanniness in general, asynchronous 
motion should appear uncanny as well. Moreover, the 
asynchrony effects of uncanniness would be reduced 
through inversion.

Finally, specialization degrees differ between types 
of faces or agent: The inversion effect is smaller in 
less realistic faces [25–31]. As specialized processing 
is thought to sensitize stimuli to deviation, leading to 
uncanniness, a lower level of specialized processing for 
less realistic faces may explain why such faces are less 
affected by deviations [8, 11, 12]. Inversion effects on 
the uncanniness of asynchronous motion should thus 
be more strongly pronounced in more realistic faces, 
specifically faces of embodied entities like human and 
android stimuli: Inversion effects are present for highly 
humanlike robot faces [29], but are decreased for CG 
faces [25–27]. A higher specialization for android 
faces may sensitize the detection of facial anomalies, 
increasing the likelihood that the entity appears eerie 
or creepy.

Thus, the following three hypotheses are tested:

1. Asynchronous motion in facial expression increases 
uncanniness (asynchrony effect).

2. Inversion reduces the effect of asynchrony on 
uncanniness (uncanniness inversion effect).

3. The uncanniness inversion effect is present in 
humans and androids but not in CG expressions 
(actor effect).

Methods
Participants
Power analysis using Pangea [32] was conducted using 
a 3 (actor) times 2 (emotion) times 2 (orientation) 
times 3 (asynchrony) design, a (medium) effect size 
of d = 0.5, α = 0.05, and 1 - β = 0.80. The analysis con-
cluded n = 64 to be sufficient for the analysis. Sixty-
four Japanese volunteers were recruited for this study 
(31 = female, 31 = male, two not specified, Mage = 30.65, 
SDage = 3.88 years) using CrowdWorks (Tokyo, Japan).

Materials
Nikola, an android with 35 pneumatic actuators to 
simulate facial muscles for emotion expression, was 
used [33]. Nikola’s actuators allow for a temporal reso-
lution in the millisecond range, and are hence used to 
recreate asynchronous motion of face emotion expres-
sions. Angry and happy human videos were taken from 

Fig. 1 Android and CG stimuli divided by emotion and asynchrony level. Note: Human stimuli are not shown as the AIST database prohibits the distribu-
tion of their stimulus material
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the AIST database [34]. Angry and happy CG videos 
were designed via FACSGen [35, 36].

A set of 36 videos were created, consisting of 3 
actors (human, android, CG), 3 asynchrony levels (syn-
chronous, 250ms delay, 500ms delay), 2 orientations 
(upright, inverted), and 2 emotions (angry, happy). All 
videos were cut at the actor’s neck, head, and ears, and 
actor noses were at the same height, and had a white 
background. Video length was cut to be 1.25  s and 
showed the onset of the emotion expressions viewed 
from the front.

Asynchronies were manipulated by delaying a face’ 
upper right and left half motions. For the 250ms delay 
condition, the upper right half motion was delayed 
250ms and the upper left 500ms; for the 500ms delay 
condition, the upper right half motion was delayed 
500ms and the upper left 1000ms. Android and CG 
stimuli are depicted in Fig. 1.

Procedure
An online-based design was used. Participants were 
linked to the experiment page after providing informed 
consent. All videos were shown in a randomized order, 
and participants were asked to rate videos on the three 
scales uncanny, strange, and humanlike, which are 
effective measures of the uncanny valley effect [37]. 
Scales ranged from 0 to 100 and could rewatch the vid-
eos an unlimited amount while simultaneously rating 
each video.

Statistical analysis
A within-participant ANOVA with actor type, orienta-
tion, distortion, and emotion was conducted to test for 
interaction effects on uncanniness. Post hoc tests with 
Bonferroni-adjusted p-values were then conducted to 
test group differences relevant to the hypotheses. The 
analysis was conducted using R (version 4.1.2).

Main text
Differences between conditions
A within-participant ANOVA with actor type, ori-
entation, emotion, and distortion as factors revealed 
that the highest 4-way interaction was significant 
(F(2,44) = 4.16, p = .022, η2

p = 0.16), as well as the exis-
tence of significant interactions between type and dis-
tortion (F(2,44) = 5.09, p = .01 η2

p = 0.19), orientation 
and emotion (F(2,44) = 19.28, p < .001, η2

p = 0.3), and 
type and emotion (F(2,44) = 3,46, p = .04, η2

p = 0.14).
Post-hoc Tukey tests were conducted to test for dif-

ferences between distortion levels across orientations 
and actor types (Tables 1 and 2).

For human expressions (Fig. 2), asynchronies increased 
uncanniness for upright-angry (levels 0 vs. 2), upright-
happy and inverted-happy expressions (levels 0 vs. 1), but 
not for inverted-angry expressions.

For android expressions (Fig.  3), asynchronies 
increased uncanniness for upright-angry (0 vs. 2 levels), 
inverted-angry (0 vs. 1 and 0 vs. 2 levels), and upright-
happy (0 vs. 1 and 0 vs. 2 levels) expressions, but not for 
inverted-happy expressions.

For CG expressions (Fig.  4), asynchronies increased 
uncanniness for upright-happy (0 vs. 1 levels) and 

Table 1 Test statistics of each post-hoc test of distortion (asynchrony) difference performed across orientation and actor type, for 
angry expressions
Emotion Actor Orientation Distortion difference t-value padj-value Effect size (d)
angry human upright 0–1 t(1060) = -1.36 0.26

0–2 t(1060) = -2.09 0.055
1–2 t(1060) = -3.15 0.002* 0.63

inverted 0–1 t(1060) = 0.35 1
0–2 t(1060) = -0.88 0.57
1–2 t(1060) = -1.46 0.22

android upright 0–1 t(1060) = -2.26 1
0–2 t(1060) = -3.86 < 0.001* 0.78
1–2 t(1060) = -4.54 < 0.001* 0.73

inverted 0–1 t(1060) = -2.32 0.031* 0.25
0–2 t(1060) = -3.64 0.003* 0.38
1–2 t(1060) = -0.98 0.485

CG upright 0–1 t(1060) = 0.51 1
0–2 t(1060) = -0.92 0.54
1–2 t(1060) = -1.77 0.116

inverted 0–1 t(1060) = 0.36 1
0–2 t(1060) = 0.04 1
1–2 t(1060) = 0.4 1
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Table 2 Test statistics of each post-hoc test of distortion (asynchrony) difference performed across orientation and actor type, for 
happy expressions
Emotion Actor Orientation Distortion difference t-value padj-value Effect size (d)
happy human upright 0–1 t(1075) = -3.2 0.002* 0.64

0–2 t(1075) = -2.31 0.032* 0.46
1–2 t(1075) = -1.09 1

inverted 0–1 t(1075) = -3.93 < 0.001* 0.73
0–2 t(1075) = -2.44 0.02* 0.46
1–2 t(1075) = -1.46 1

android upright 0–1 t(1075) = -4.24 < 0.001* 0.87
0–2 t(1075) = -3.16 0.002* 0.67
1–2 t(1075) = 1.23 1

inverted 0–1 t(1075) = -1.49 0.21
0–2 t(1075) = -1.17 0.367
1–2 t(1075) = 0.36 1

CG upright 0–1 t(1075) = -2.75 0.009* 0.55
0–2 t(1075) = -2.26 0.04* 0.45
1–2 t(1075) = 0.6 1

inverted 0–1 t(1075) = -1.61 0.162
0–2 t(1075) = -3.74 < 0.001* 0.79
1–2 t(1075) = -2.72 0.01* 0.46

Fig. 3 Mean uncanniness ratings for android expressions divided by emo-
tion (angry, happy), distortion (asynchrony) level, and orientation. Note: 
Error bars indicate standard errors. Asterisks indicate significant differences 
while NS indicates non-significant differences. Blue (first) significant marks 
are for upright, and red (last) significant marks are for inverted conditions. 
For each emotion, differences were tested between distortion (asynchro-
ny) levels 0 to 2 (upper line), 0 to 1 (lower left line), and 1 to 2 (lower right 
line), color-coded for orientation

 

Fig. 2 Mean uncanniness ratings for human expressions divided by emo-
tion (angry, happy), distortion (asynchrony) level, and orientation. Note: 
Error bars indicate standard errors. Asterisks indicate significant differences 
while NS indicates non-significant differences. Blue (first) significant marks 
are for upright, and red (last) significant marks are for inverted conditions. 
For each emotion, differences were tested between distortion (asynchro-
ny) levels 0 to 2 (upper line), 0 to 1 (lower left line), and 1 to 2 (lower right 
line), color-coded for orientation
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inverted-happy (0 vs. 2 levels) expressions, but not for 
upright-and inverted-angry expressions.

Discussion
The effects of asynchrony on uncanniness were investi-
gated, and how actor type and orientation influence these 
effects. Asynchrony increased uncanniness ratings for 
facial expressions under several conditions. The effect, 
however, also differed across orientation and actor type 
conditions.

According to hypothesis 1, asynchrony as a manipu-
lation of deviating dynamic facial expressions should 
increase uncanniness. An increase in uncanniness 
was found across all upright expressions except for CG 
angry expressions. Thus, hypothesis 1 was confirmed for 
android and human agents. Previous research found that 
configural processing is used to process dynamic facial 
expressions [22]. Dynamic facial expressions may be pro-
cessed by binding the sequence of face AU motions into 
a configural pattern. Deviations from this pattern, for 
example unusual timings of the face’s AU motions in rela-
tion to the other units, may create an atypical expression, 
which is detected through the configural processing of 
the expression dynamic and thus negatively evaluated.

Hypothesis 2 stated that the effect of asynchrony on 
uncanniness would decrease for inverted faces compared 

with upright ones. Inverted presentations produced 
fewer evident asynchrony effects for human angry and 
android happy expressions than did upright presenta-
tions. Thus, hypothesis 2 was supported for angry human 
and happy android expressions. Consistently, inversion 
effects on emotion recognition have been found to vary 
among different emotions [38–40]. We speculate that 
the specific facial movements of specific stimulus mod-
els (e.g., mouth opening) may explain the differences in 
the inversion effect. Since the inversion effect is used as 
an indicator for configural processing, the results sug-
gest that asynchrony in an actor’s facial expressions are 
detected using a configural processing style at least in 
some expressions.

Our third hypothesis predicted that the asynchrony 
or asynchrony × inversion effects on uncanniness would 
be more obvious in humans and androids than in CG. 
As described above, the asynchrony effects for upright 
faces were evident for both angry and happy expressions 
for human and android expressions, but not for CG. Fur-
thermore, inversion effects showing different patterns 
between inverted and upright conditions were partially 
found for humans and android expressions but not for 
CG. Previous research on static faces showed that human 
faces increase the recruitment of face-specialized con-
figural processing compared to CG faces [27]. Similarly, 
humans are more sensitive to deviations in more real-
istic faces [8]. A higher level of realism in an actor may 
increase the sensitivity to deviations due to increased 
configural processing. Taken together, our results sup-
port our hypothesis indicating that the uncanniness of 
android and human faces is at least partially processed 
configurally, which is not the case for CG faces.

Limitations
Only one type of asymmetrical asynchrony and emotion 
manipulation was used. The effects of specific asynchro-
nies may differ across expressed emotions and thus not 
be generalized across other emotions and other types of 
asynchronies. Since only one variant per emotion was 
used, effects may also be different for other patterns of 
angry and happy expressions. Furthermore, asynchronies 
followed the same pattern with the upper right motion 
preceding upper left motion. Only one type was used to 
not overburden participants with the number of stim-
uli. Nevertheless, it is unclear whether the same results 
would be observed for a mirrored pattern.

The experimental android Nikola’s design is based on a 
child. Because configural processing is more pronounced 
for faces of a similar age, adult participants may have 
shown a decreased level of configural processing for this 
android specifically.

Furthermore, shading differed between conditions due 
to differences in lighting effects. Specifically, only CG 

Fig. 4 Mean uncanniness ratings for CG expressions divided by emotion 
(angry, happy), distortion (asynchrony) level, and orientation. Note: Error 
bars indicate standard errors. Asterisks indicate significant differences 
while NS indicates non-significant differences. Blue (first) significant marks 
are for upright, and red (last) significant marks are for inverted conditions. 
For each emotion, differences were tested between distortion (asynchro-
ny) levels 0 to 2 (upper line), 0 to 1 (lower left line), and 1 to 2 (lower right 
line), color-coded for orientation
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faces showed clear shading effects. Although we are not 
aware of potential shading effects on configural process-
ing, confounding shading effects cannot be excluded for 
observed differences between actors.

The patterns of results observed are not consistent: 
Specifically, inversion effects on asynchrony and on 
uncanniness were found only for happy human and angry 
android faces. Therefore, it is unclear to what degree the 
role of configural processing on the uncanniness of asyn-
chronies can be generalized.

Acknowledgements
The authors have no acknowledgements to declare.

Author contributions
AD designed the work and drafted the manuscript. AD and WS analysed the 
data. AD, WS, and CTH interpreted the data and revised the manuscript. AD 
and TM acquired the data. All authors contributed to the conception of the 
work.

Funding
No funding was available for this study.
Open Access funding enabled and organized by Projekt DEAL.

Data availability
Data, analysis, and android and CG video stimuli are available at https://
osf.io/9cmhp. Human stimuli are not available because the AIST database 
prohibits distribution of their material.

Declarations

Ethics approval and consent to participate
All experimental protocols were approved by the RIKEN Ethics Committee. All 
methods were carried out in accordance with the Declaration of Helsinki. All 
participants provided informed consent to take part in the experiment.

Consent for publication
All participants provided informed consent that their anonymized data may 
be analyzed, published, and be publicly available in a scientific journal. No 
identifiable information is present in the manuscript or shared data.

Competing interests
The authors declare no competing interests.

Received: 5 August 2023 / Accepted: 30 November 2023

References
1. Mori M, MacDorman K, Kageki N. The Uncanny Valley [From the Field]. IEEE 

Robotics & Automation Magazine [Internet]. 2012;19(2):98–100. Available 
from https://ieeexplore.ieee.org/abstract/document/6213238.

2. Broekens J, Heerink M, Rosendal H. Assistive social robots in elderly care: a 
review. Gerontechnology. 2009;8(2).

3. Dawe J, Sutherland C, Barco A, Broadbent E. Can social robots help 
children in healthcare contexts? A scoping review. BMJ Paediatrics Open. 
2019;3(1):e000371.

4. Lu VN, Wirtz J, Kunz WH, Paluch S, Gruber T, Martins A et al. Service robots, 
customers and service employees: what can we learn from the academic 
literature and where are the gaps? J Service Theory Pract. 2020; ahead-of-
print (ahead-of-print).

5. Nakanishi J, Kuramoto I, Baba J, Ogawa K, Yoshikawa Y, Ishiguro H. Continuous 
hospitality with Social Robots at a hotel. SN Appl Sci. 2020;2(3).

6. Mathur MB, Reichling DB. Navigating a social world with robot partners: a 
quantitative cartography of the Uncanny Valley. Cognition. 2016;146:22–32.

7. Chattopadhyay D, MacDorman KF. Familiar faces rendered strange: why 
inconsistent realism drives characters into the uncanny valley. J Vis. 
2016;16(11):7.

8. Diel A, Lewis M. Familiarity, orientation, and realism increase face uncanni-
ness by sensitizing to facial distortions. J Vis. 2022;22(4):14.

9. Diel A, Lewis M. The deviation-from-familiarity effect: Expertise increases 
uncanniness of deviating exemplars. Goldwater MB, editor. PLOS ONE. 
2022;17(9):e0273861.

10. Diel A, MacDorman KF. Creepy cats and strange high houses: support for 
configural processing in testing predictions of nine uncanny valley theories. J 
Vis. 2021;21(4):1.

11. MacDorman KF, Green RD, Ho CC, Koch CT. Too real for comfort? 
Uncanny responses to computer generated faces. Comput Hum Behav. 
2009;25(3):695–710.

12. Mäkäräinen M, Kätsyri J, Takala T. Exaggerating facial expressions: a way 
to intensify emotion or a way to the Uncanny Valley? Cogn Comput. 
2014;6(4):708–21.

13. Matsuda YT, Okamoto Y, Ida M, Okanoya K, Myowa-Yamakoshi M. Infants 
prefer the faces of strangers or mothers to morphed faces: an uncanny valley 
between social novelty and familiarity. Biol Lett. 2012;8(5):725–8.

14. Gauthier I, Nelson CA. The development of face expertise. Current Opinion 
in Neurobiology [Internet]. 2001;11(2):219–24. Available from: https://www.
sciencedirect.com/science/article/pii/S0959438800002002.

15. Maurer D, Werker JF. Perceptual narrowing during infancy: a comparison of 
language and faces. Dev Psychobiol. 2013;56(2):154–78.

16. Rhodes G, Brake S, Taylor K, Tan S. Expertise and configural coding in face 
recognition. Br J Psychol. 1989;80(3):313–31.

17. Leder H, Carbon CC. Face-specific configural processing of relational informa-
tion. Br J Psychol. 2006;97(1):19–29.

18. Mondloch CJ, Le Grand R, Maurer D. Configural Face Processing Develops 
more slowly than Featural Face Processing. Perception. 2002;31(5):553–66.

19. Bäuml KH. Upright versus upside-down faces: how interface attractiveness 
varies with orientation. Percept Psychophys. 1994;56(2):163–72.

20. Leder H, Goller J, Forster M, Schlageter L, Paul MA. Face inversion increases 
attractiveness. Acta Psychol. 2017;178:25–31.

21. Santos IM, Young AW. Effects of Inversion and Negation on Social inferences 
from Faces. Perception. 2008;37(7):1061–78.

22. Bould E, Morris N. Role of motion signals in recognizing subtle facial expres-
sions of emotion. Br J Psychol. 2008;99(2):167–89.

23. Martinez AM. Visual perception of facial expressions of emotion. Curr Opin 
Psychol. 2017;17:27–33.

24. Johnston A, Brown BB, Elson R. Synchronous facial action binds dynamic 
facial features. Sci Rep. 2021;11(1).

25. Crookes K, Ewing L, Gildenhuys J, Kloth N, Hayward WG, Oxner M, et al. How 
well do computer-generated faces tap face expertise? Key A, editor. PLoS 
ONE. 2015;10(11):e0141353.

26. Kätsyri J. Those virtual people all look the same to me: computer-rendered 
faces elicit a higher false Alarm Rate Than Real Human Faces in a Recognition 
Memory Task. Front Psychol. 2018;9.

27. Miller EJ, Foo YZ, Mewton P, Dawel A. How do people respond to computer-
generated versus human faces? A systematic review and meta-analyses. 
Computers in Human Behavior Reports. 2023;100283.

28. Leder H. Line drawings of Faces reduce Configural Processing. Perception. 
1996;25(3):355–66.

29. Sacino A, Cocchella F, De Vita G, Bracco F, Rea F, Sciutti A et al. Human- or 
object-like? Cognitive anthropomorphism of humanoid robots. Bongard J, 
editor. PLOS ONE. 2022;17(7):e0270787.

30. Schroeder S, Goad K, Rothner N, Momen AA. Wiese E. Effect of Individual 
Differences in Fear and anxiety on Face Perception of Human and Android 
agents. 2021;65(1):796–800.

31. Zlotowski J, Bartneck C. The inversion effect in HRI: Are robots perceived 
more like humans or objects? 2013 8th ACM/IEEE International Conference 
on Human-Robot Interaction (HRI). 2013 March. https://doi.org/10.1109/
HRI.2013.6483611.

32. Westfall J. PANGEA: Power ANalysis for GEneral Anova designs. Mathematics. 
2016 Oct 43131842.

33. Sato W, Krumhuber EG, Jellema T, Williams JHG. Editorial: dynamic emotional 
communication. Front Psychol. 2019;10.

34. Fujimura T, Umemura H. Development and validation of a facial expression 
database based on the dimensional and categorical model of emotions. Cog-
nition & Emotion. 2018;32(8):1663–70.

https://osf.io/9cmhp
https://osf.io/9cmhp
https://ieeexplore.ieee.org/abstract/document/6213238
https://www.sciencedirect.com/science/article/pii/S0959438800002002
https://www.sciencedirect.com/science/article/pii/S0959438800002002
https://doi.org/10.1109/HRI.2013.6483611
https://doi.org/10.1109/HRI.2013.6483611


Page 7 of 7Diel et al. BMC Research Notes          (2023) 16:368 

35. Krumhuber EG, Skora L, Küster D, Fou L. A review of dynamic datasets for 
facial expression research. Emot Rev. 2016;9(3):280–92.

36. Roesch EB, Tamarit L, Reveret L, Grandjean D, Sander D, Scherer KR. FACSGen: 
A Tool to synthesize emotional facial expressions through systematic 
manipulation of facial action units. J Nonverbal Behav. 2010;35(1):1–16.

37. Diel A, Weigelt S, Macdorman KF. A Meta-analysis of the Uncanny Valley’s 
Independent and dependent variables. ACM Trans Human-Robot Interact. 
2022;11(1):1–33.

38. Calvo MG, Nummenmaa L. Detection of emotional faces: salient physical 
features Guide Effective Visual Search. J Exp Psychol Gen. 2008;137(3):471–94.

39. Derntl B, Seidel EM, Kainz E, Carbon CC. Recognition of emotional 
expressions is affected by inversion and presentation time. Perception. 
2009;38(12):1849–62.

40. McKelvie SJ. Emotional expression in upside-down faces: evidence for 
configurational and componential processing. Br J Soc Psychol. 1995;34(Pt 
3):325–34.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in 
published maps and institutional affiliations. 


	Asynchrony enhances uncanniness in human, android, and virtual dynamic facial expressions
	Abstract
	Introduction
	Methods
	Participants
	Materials
	Procedure
	Statistical analysis

	Main text
	Differences between conditions

	Discussion
	Limitations
	References


